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Outline

• Combinations/Permutations.
• Sets.
• Probabilities.
• Bayes.
• Correlations.
• Distributions.
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Sets

Code

Apple

Dell

Secureworks

Google

Microsoft

z = x ∩ y

z = x ∪ y

"Google" ∈ y
"Google" ∉ x

yx
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Bayes

The probability of A knowing B is the probably of B if we 
know A, multiplied by the probably of A and divided by the 
probability of B.

Eg A={‘Sunny’, ’Overcast’, ’Raining’}
B={‘Cloudy’, ’No Clouds’}

Eg
P(‘Sunny’)=0.3 
P(’Clouds’)=0.2
P(‘Clouds’ | ‘Sunny’) = 0.5

Then:

P(‘Sunny’ | ‘Clouds) = 0.5 * 0.3/0.2 = 0.75
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Bayes

Code

(subject_field_characters=34,words=100)

So let’s say that we have a phishing email detector, 
and we take samples and determine the number 
of characters in the subject field, and the number 
of words in the email. Let say that the samples for 
true phishing are 
(subject_field_characters=34,words=100), 
(80,230), and (70,400), and the samples for not 
phishing are (55,20), (38,30), (20,25) and (18,40). 
In case the first variable is the number of 
characters in the subject field, and the second one 
is the number of words in the email. We can now 
go ahead and define these, and use a 
GaussianNB() classifier, and then fit.
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Bayes

The network is then defined as a directed acrylic graph 
of conditional interdependence, and where an  arc is 
drawn from a cause to an effect. In Figure, the Gauge is 
a direct casual effect of Battery and Fuel, the Turn Over 
is the direct casual effect of Battery, and Start is the 
direct casual effect for Fuel and Turn Over. The 
probabilities associated with each of the nodes is 
defined beside the node.
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Example

Strong 
Positive 
Correlation

Strong Negative 
Correlation

LIttle
Correlation



Pearson’s coefficient

Pearson's coefficient measures the 
linear dependence between two 
variables.

1 is total positive linear correlation, 
0 is no linear correlation
−1 is total negative linear correlation.



Pearson’s coefficient



Correlation (Linear 
Regression)



Correlation (Linear 
Regression)

import pandas as pd
ver=pd.read_csv("df.csv")
ver.describe()
-------------------

Infant MR  Heart Disease DR  Stroke DR  Suicide DR  Drug Poisoning DR  
count  52.000000         52.000000  52.000000   52.000000  52.000000   
mean    6.107692        167.740385  36.788462   14.851923  16.036538   
std     1.170863         27.728214   5.678361    3.877006   5.602311   
min     4.200000        116.500000  25.600000    7.800000   6.300000   
25%     5.200000        147.875000  33.550000   12.600000  12.275000   
50%     6.150000        159.750000  36.600000   14.200000  14.900000   
75%     6.725000        183.625000  41.150000   17.850000  18.550000   
max     9.600000        229.900000  48.800000   23.900000  35.500000   



R2 statistic



Distributions

“From bits to information”



Normal distribution



Normal distribution

Example



Cumulative



Cumulative



Laplace

Example



Others

Example



Introduction to 
Data Science

“From bits to information”


